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Abstract In a real-time wireless TDMA environment, every 
packet generated by applications has a deadline associated with 
it. If the system cannot allocate enough resources to serve 

QoS defines the call blocking probability and handoff dropping 
probability, whereas at packet level, or MAC level, QoS defines 
the packet dropping probability and delay tolerance. 

the packet before the deadline, the packet would be dropped. 
Different applications have different delay requirements that 
should be guaranteed by the system so as to maintain some 
given packet dropping probabilities. In this paper, a single- 
cell system traffic of multiple delay classes is mathematically 
analyzed, and it is proved to be independent of the scheduling 
algorithm used, for all work-conserving earliest-due-date (WC- 
EDD) scheduling algorithms. The dropping requirements of all 
individual applications are guaranteed using deadline-sensitive 
ordered-head-of-line (DSO-HoL) priority schemes. Verification 
of the model is shown through extensive simulations. 

1 Introduction 

Wireless communication is becoming increasingly important in 
recent decades. Services which a wireless network can provide 
are evolving from analog voice communication to digital multi- 
media services including video, voice and data [7]. Typically, a 
wireless network consists of mobile devices, base stations, and 
the backbone network. A single base station can only cover a 
limited geographical area, or cell, and the mobile devices inside 
the area communicate with the base station using some radio 
frequencies in a shared manner. To enable communications be- 
tween mobile devices of different cells, the base stations need 
to be connected, usually via a fast, wired backbone network so 
that the packets from the source mobile can be forwarded to the 
destination cell and transmitted to the receiving mobile. 

Within a cell, all mobile hosts share the transmission medium 
under a certain Medium Access Control (MAC) scheme. Time 
Division Multiple Access (TDMA) and Code Division Multi- 
ple Access (CDMA) are two examples. To support end-to-end 
Quality-of-Service (QoS), both wired and wireless media must 
be considered. The wired backbone is required to deliver the 
packets according to the QoS requirements and select a good 
route to achieve the aim. In wireless networks, QoS can be clas- 
sified into two categories, call level and packet level. Call level 
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Compared to the wired network, it is more challenging to pro- 
vide QoS’guarantees in the wireless network because of re- 
source limitation, error characteristic and mobility. In [ IO], the 
authors claim the necessity of QoS support in wireless networks 
due to their fundamental differences from the wired counter- 
parts, and QoS renegotiation and adaptation are required for 
wireless applications. From this point of view, supporting QoS 
in wireless networks is a collaboration between the network side 
and the application side. 

Protocols like IEEE 802.11, have been proposed in recent years 
to support bandwidth from 1 Mbps to 11 Mbps, which is com- 
parable to wire-line networks. But still, the QoS scheduling 
algorithm running at the base station should be aware of the 
diversity of the requirement of each application, and schedule 
sufficient bandwidth to the applications efficiently. 

Scheduling the available bandwidth to different services is a 
non-trivial task. Some applications, e.g. video, require a huge 
amount of bandwidth and are very delay sensitive, whereas 
some others, e.g. voice, require a relatively‘small amount of 
bandwidth with less strict delay requirements. These applica- 
tions should all be satisfied if the system has enough resources 
to support and maintain the QoS of each individual application. 

This paper focuses on the packet level QoS in a TDMA wire- 
less system. Following the suggestions of [ 11, 121, we adopt a 
TDMA MAC for the wireless scheme with on-demand schedul- 
ing of resources. Then, mathematical bounds on the delay and 
packet dropping probability in a single cell are derived. 

The rest of the paper is organized as follows. In Section 2, 
related work is presented, followed by the description of the 
model for single-cell wireless network in section 3. Section 4 
derives the mathematical bounds for the packet dropping prob- 
ability in a single cell along with extensive simulation results. 

2 Previous Work 

In a wireless TDMA environment, any packet can be dropped 
mainly because of the following reasons: Not enough resources 



for sending a critical packet; wireless channel quality; or colli- 
sion of packets from different hosts. Typically, there are three 
ways to lower the packet dropping rate: Admission control; for- 
ward error correction; or a good resource scheduling algorithm. 

In [l], the authors propose a call admission control for the 
Packet Reservation Multiple Access Protocol with Dynamic Al- 
location, PRMNDA. Simulation is given to show the perfor- 
mance on the delay and loss rate of the protocol. [2 ]  analyses 
a new MAC protocol D-RAMA and also simulates the perfor- 
mance on delay and loss rate. Comparative results are drawn 
based on the simulation performance of some other MAC pro- 
tocols. 

An analytical approach is used in [3], where the achievable 
QoS, in terms of system dropping probability and individual 
dropping probability, in a general TDMA system is discussed. 
The authors use the traffic distributions and the delay require- 
ment of the applications to calculate the best QoS the system 
can achieve. It is shown that the system residual traffic and the 
system dropping rate are independent on the scheduling algo- 
rithm used. Individual dropping rate is also derived, and based 
on the individual dropping rate. Using the achievable region, 
an admission algorithm is suggested so that if a new application 
is beyond the achievable region, which means that the system 
cannot deliver the required QoS to the new application, the ap- 
plication would not be admitted. 

For [4, ?], the error characteristic of the wireless channel is also 
modeled. Similar to [3], region of achievable QoS is calculated, 
with some enhancement in the scheduling algorithm. Under the 
scheduling algorithm, the packet dropping probabilities would 
be lowered. 

However, in [3, 4, ?], the maximum possible delay for each 
packet is 2 TDMA frames. This limits the divergences of ser- 
vices which can be supported by the network. It would be more 
flexible if the system can support multiple delay classes not lim- 
ited to 2 TDMA frames because of the diversity of the delay 
requirements for different applications. 

The key contribution of this paper is to extend [3,4, ?] in such 
a way that it supports any delay requirement. Under this exten- 
sion, the system would be more realistic and flexible. 

3 Wireless Network Model 

TDMA is one of the common ways for sharing a channel in 
wireless networks. In TDMA, time is divided into fix-sized 
frames. A frame can be divided further into slots, which can 
be fix-sized or variable-sized. When an application is trying to 
send a packet over the air, it must ensure there are free slots 
available so as to avoid collisions with other packets. One way 
to ensure the availability of slots is by contention. Another 
way is by allocation in the base station (BS). Typically, there 
is a queue in every mobile host (MH) for holding ready-to-send 
packets. If the BS informs a MH that the number of slots avail- 
able to the MH, the MH would select some packets from the 

Figure 1: A general TDMA system 

queue for transmission. If real-time applications are to be sup- 
ported, the queue would be a priority queue such that the MH 
would select the most critical packets first when the slots.are 
available. Figure 1 shows the general model under considera- 
tion. 

Each MH is assumed to make requests to the BS at frame 
boundaries. The BS would schedule the available bandwidth 
to different MHs according to the degree of importance. 

In this paper, a generalization of the traffic model used in [?I, 
which supports multiple delay requirements for different appli- 
cations, is proposed as shown in Figure 2. We assume all pack- 
ets generated by a particular application have the same dead- 
line, which is specified in terms of number of frames. An ap- 
plication may generate very time-sensitive packets which must 
be sent within the next frame or it must be dropped otherwise. 
Other applications, which can tolerate a longer delay, may still 
drop their packets if they are not serviced within, for instance, 
4 frames. We define: 

N is 

A class N packet would be dropped if it cannot get ser- 
viced in the next N frames. 

A class N application would only generate class N pack- 
ets. 

basically the maximum tolerable delay parameter of an 
application which the network should guarantee. As a class N 
application generates class N packets, a class N packet may 
become a class N - 1 packet if it cannot be serviced in the 
current frame, since the maximum delay tolerable of the packet 
is changed from N frames to N - 1 frames. This kind of class 
N - 1 packet is called the residual packet. 

An application i is said to be of class ci if it would only gen- 
erate new packets that must be serviced within ci frames. We 
define Ai(n) to be the number of new packets from application 
i entering the system at the beginning of frame n. We also de- 
fine residual packers to be packets generated in previous frames 
which are neither expired (dropped) or serviced (transmitted). 
Let ~t(n, f )  be the number of residual packets at the beginning 
of frame n from application i that must be serviced within the 
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S ( n +  1) = 

Figure 2: System model. The scheduler is used to allocate the 
slots to different applications. 

- R1(n + 1) +N1(n + 1) 
R 2 ( n  + 1) + N2(n + 1) 1 (8) 

R ~ - i ( n  + 1) + N ~ - l ( n  + 1) 

next c frames, where f is the scheduling algorithm running at 
the base station. 

The new arrival of all class c application form the system arrival 
of class c, defined as: 

The total residual packets of class c in the system is: 

i,st.c;=c 

The total number of class c packets in the system is defined as: 

A,f(n)  = Nc(n)  + R,f(n) (3) 

4 Single Cell QoS Guarantee 

4.1 Work Conserving Earliest Due Date 

As seen in the previous section, the amount of system residual 
traffic depends on the scheduling algorithm f .  In order to be 
able to analyze the traffic, let F be a set of all work-conserving 
earliest-due-date (WC-EDD) policies. Work-conserving means 
no slots would be wasted and left idle whenever there are pack- 
ets waiting to be transmitted, and earliest-due-date priority al- 
locates resource to serve packets with the nearest deadline. 

It is a well-known result that WC-EDD policy would minimize 
system packet dropping rate by maximizing the throughput of 
the whole system [6]. When the scheduling algorithm f E F 
is applied in the BS, system dropping rate would be the lowest 
among other scheduling algorithms. 

Suppose there are N classes of traffic, Af(n), . . . , A L ( n )  at 
frame n, competing for T slots. Let the corresponding service 
vector be al (n)  , a 2  (n)  , . . . , U N  (n)] , which indicates the num- 
ber of slots allocated to each traffic class. WC-EDD policies 
determine a,'s in the following way: 

[ 

a l ( n )  = min{Af(n),T} 
u2(n) = min{A;(n),T - a l ( n ) }  

(4) 

4.2 Analysis of System Traffic 

4.2.1 Independence of Scheduling Algorithm 

Theorem: System traffic is independent of scheduling algo- 
rithm f E F. 
Proof. For f E F, we can write the residual traffic of class c in 
the follow form: 

Let the initial frame be 0. At frame 0, there are no residual 
traffic by definition. Therefore: 

(6) 
R{(O) = 0 

A,f(O) = NC(O) 

From (3, R,f(l) depends on Af(O),  1 5 i 5 c + 1. But in fact, 
all Af (0)'s are zero and independent on f .  Therefore, R,f (1) is 
also independent on f .  

By induction, R,f(n) is independent on f .  As from (3), the 
system traffic A,f(n) is also independent on f .  We can conclude 
that the system traffic is independent on which particular WC- 
EDD scheduling algorithm being used. The superscript f can 
be eliminated and the system traffic can be rewritten as: 

Suppose there are N traffic classes in the system, let S ( n )  = 
b 1  (n) ,  A2(n), . . . , i i ~ ( n ) ]  be the system status at frame n. 

If S ( n )  is known, residual traffic Ri(n + 1)'s can be deduced 
using (5) .  S ( n  + 1) can be expressed as follows: 

Given S ( n )  = [ i 1 , 2 2 ,  i N ] ,  if there exists z such that 
E:=, i, < T and i, 2 T ,  then the residual traffic 
R, (n  + 1) would be: 
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(9) 
max(~:z:  i, - T ,  0) if j 5 x, 

i f j > x  

By substituting (9) into (8), the transition probability from S ( n )  
to S(n + 1) can be expressed in the following form: 

We can easily show that the system exhibits Markov property 
in vector space [5] .  However, if there are N traffic classes in 
the system, the transition matrix is N-dimensional. If stationary 
processes are assumed for all traffic classes, the distribution can 
be obtained either by solving the N-dimensional transition ma- 
trix, or calculated by iteration. Iteration provide a quick approx- 
imate solution where the accuracy can be adjusted by changing 
the number of iterations that apply to equation (??). 

4.2.2 System Packet Dropping Probability 

Packet dropping, by definition, would be introduced if there are 
class 1 packets that are not serviced within the current frame. 
Therefore, system packet dropping probability is directly re- 
lated to system class 1 traffic. The expected system dropping 
rate follows directly from the definition. 

The expected system dropping rate describes the number of 
packets that are dropped per frame. Therefore, the expected 
system dropping probability can be obtained by dividing the ex- 
pected system dropping rate by the average bandwidth required. 

4.2.3 Individual Packet Dropping Probability 

It is not enough to only guarantee the system packet dropping 
probability. Individual packet dropping probability for each ap- 
plication is important as well. However, the individual dropping 
probability can vary depending on the scheduling algorithm. 

The expected individual dropping rate is defined as: 

where A: is the class 1 traffic induced by application i. 

4.2.4 Deadline-Sensitive Ordered-Head-of-Line Priority 

In [3, ?], a scheduling algorithm, Deadline-Sensitive Ordered- 
Head-of-Line Priority (DSO-HoL), is used to deliver the tar- 
get individual packet dropping probability. DSO-HoL priority 

scheme belongs to the WC-EDD class policy. Under DSO-HoL, 
every application is given a priority, or service order. 

Suppose there are three applications, namely, SI , S2 , and S3. If 
the service order is 7rs1 = 2,  7rsZ = 3, 7rs3 = 1, then S, has 
a higher priority than SI, and S1 has higher priority than S2. 
Application x has a higher priority if 7rz is smaller. DSO-HoL 
services all class 1 packets in the order { 7ril , 7r iZ ,  . . . , }. For 
all class 2 packets, the service order is also { xil, 7riz , . . . , ~ i , ,  }, 
and so on for every traffic class. 

4.2.5 Individual Traffic Distribution 

All applications in the system, S, can be divided into two sets: 
g, the priority group, and S - g, the non-priority group. Since 
packets from g would be serviced first, for every class, resource 
is allocated to packets from g. Therefore class i traffic gener- 
ated from g, denoted by A i ,  can be calculated by the following 
equations: 

Aq(n + 1) = N!(n + 1) + Rq(n + 1) (12) 

The subset traffic of class i depends on the system traffic of 
more urgent classes c, 1 5 c 5 i, and the subset traffic of the 
next class i + 1 at previous frame. 

(13) shows the expectation of packet dropping probability of the 
priority group g. 

Given that DSO-HoL priority is employed, the packet dropping 
probability of each application can be found by first considering 
the highest priority application and then the first two highest 
priority applications, and so on: 

b, = b{1,2, - b w ,  ,n-1} 

Define fi be a function representing the scheduling order such 
that fi  (1) would be the highest priority application, and fi (n)  
would be the lowest priority application. One particular fi in- 
duces one particular dropping pattern, the packet dropping vec- 
tor is defined to be dfi = [bf, 
There are n! different ways of ordering for n application, there- 
fore there are n! distinct functions, f1, f2, . . . , fn!, which in- 
duce n! dropping vectors df1, dfz , . . . , dfn'. 

b f z  (2) , . . . , b f ,  (,I]. 

4.3 Scheduling Target QoS 

Let ai be the probability that the scheduling order fi is used. 
Since fi would induce a dropping vector df; , the average drop- 
ping vector can be calculated as: 
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n! n! 

d = x a i d f i  where c a i  = 1 (15) 
i=l i= 1 

* *  

1 : {Voice, MPEG} 0 1.27683 1.276 
1.276 . 2: {MPEG, Voice] 0.0015283 1.2753 

To schedule the target QoS, all ai's should be calculated. Since 
all dfi can be calculated for a given priority scheme fi, ai's 
can be deduced by using a linear programming technique. Once 
ai's are found, the target QoS can be scheduled in the way that a 
priority scheme fi is employed with probability ai, and another 
scheme fj is employed with probability aj. This probabilistic 
DSO-HoL priority is called mixed DSO-HoL priority. 

4.4 Packet Level Call Admission Control 

Each application is required to specify the traffic distribution, 
the delay class to which it belongs, and the maximum packet 
dropping rate. Based on the traffic distribution and the delay 
class, corresponding dropping vectors are known under differ- 
ent priority orderings. The admission controller can calculate 
whether such ai's exist so that the packet dropping rates of all 
applications can be satisfied. If it cannot find such ai's, this 
implies that the new connection would cause delay violations, 
either to the existing applications, or the new connection itself. 
Such a new connection would be simply dropped. 

5 Numerical Examples 

In this section, simulation results are presented for checking the 
validity and accuracy of the model of the previous section. 

5.1 Traffic Models and System Parameters 

Two source types, voice and video (MPEG-1), are used for the 
analysis. For each source, the distribution would be given to the 
system, as well as the delay class it belongs to. Assume each 
TDMA slot represents a 32 Kbps channel. A single voice chan- 
nel can be modeled by an ON-OFF process with a maximum 
transmission rate of 64 Kbps [9]. MPEG is a common video en- 
coding method used for services like Video-on-Demand (VoD) 
[8]. The distributionof the video sources represents an MPEG-1 
source with the mean transmission rate of 0.648 Mbps. 

We assume the video source is more time-sensitive than the 
voice source, let the MPEG-1 source to be of class 1 and the 
Voice source be class 3. 

We assume the system bandwidth is 1 Mbps, that corresponds to 
32 available slots (T = 32), each slot represents 32 Kbps. Sup- 
pose there are 2 applications in the system, 1 MPEG-1 stream 
and I voice application. 

Figure 3: Time-averaged System Dropping Rate under {Voice, 
MPEG} priority 

5.2 Results 

Under the previously described system, the expected system 
drop bs is calculated to be 1.27683 packets per frame. Individ- 
ual dropping rates under different DSO-HoL priority are also 
calculated as shown in Table 1. 

I Service Order I Voice droD I MPEG droD I Svs. droi 

, .  1 

I Mix: 1:(50%) 2:(50%) I 0.0007641 I 1.276065 I 1.276 

Table I: Calculated Values of Dropping Rates 

5.2.1 Simulation Results 

Independence of Scheduling Algorithm 

Since system dropping is independent of the scheduling algo- 
rithm, simulation is run under service order 1 : {Voice, MPEG}, 
and service order 2: {MPEG, Voice}. The expected values are 
shown in Table I and are verified in Figures 3 , 4 , 5 , 6  and 7. 

As shown in Figures 3 and 4, System Drop denotes the time- 
averaged result of the system dropping rates under different pri- 
ority schemes. Notice that the system dropping rates simulated 
quickly converge to the expected value and stabilized, whatever 
the scheduling algorithm used. 

Individual Dropping Rate 

Individual dropping rates under different priority schemes are 
simulated. Under {Voice, MPEG} service order, the voice 
source has the priority and no dropping would be incurred. The 
dropping rate for MPEG-1 source would equal to the system 
dropping rate. 

If {MPEG, Voice} priority is used, both sources would have 
some packets dropped. Although the value for voice dropping 
is very low, the expected value still fits into the 95% confidence 
interval, with the accuracy of less than 5%. 
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6 Conclusion 

9 1 

Figure 4: Time-averaged System Dropping Rate under { MPEG, 
Voice} priority 

Figure 5: MPEG Dropping Rate under {Voice, MPEG} priority 

Figure 6: Voice Dropping Rate under {MPEG, Voice} priority 

Figure 7: MPEG Dropping Rate under {MPEG, Voice} priority 

Supporting QoS in a wireless network is a challenging task. In 
this paper, a single-cell system traffic of multiple delay classes 
is mathematically analyzed, and it is proved to be indepen- 
dent of the scheduling algorithm used, for all work-conserving 
earliest-due-date (WC-EDD) scheduling algorithms. The drop- 
ping requirements of all individual applications are shown 
to be guaranteed using deadline-sensitive ordered-head-of-line 
(DSO-HoL) priority schemes. Verification of the model is il- 
lustrated through extensive simulations. We are currently ex- 
tending the model for mutiple cells where we can guarantee the 
call-level QoS using handoff dropping probability. 
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